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Individual Variability in Recalibrating to Spectrally 
Shifted Speech: Implications for Cochlear Implants

Michael L. Smith1 and Matthew B. Winn2 

Objectives: Cochlear implant (CI) recipients are at a severe disad-
vantage compared with normal-hearing listeners in distinguishing 
consonants that differ by place of articulation because the key rel-
evant spectral differences are degraded by the implant. One com-
ponent of that degradation is the upward shifting of spectral energy 
that occurs with a shallow insertion depth of a CI. The present study 
aimed to systematically measure the effects of spectral shifting on 
word recognition and phoneme categorization by specifically con-
trolling the amount of shifting and using stimuli whose identification 
specifically depends on perceiving frequency cues. We hypothesized 
that listeners would be biased toward perceiving phonemes that 
contain higher-frequency components because of the upward fre-
quency shift and that intelligibility would decrease as spectral shift-
ing increased.

Design: Normal-hearing listeners (n = 15) heard sine wave-vocoded 
speech with simulated upward frequency shifts of 0, 2, 4, and 6 mm of 
cochlear space to simulate shallow CI insertion depth. Stimuli included 
monosyllabic words and /b/-/d/ and /ʃ/-/s/ continua that varied sys-
tematically by formant frequency transitions or frication noise spectral 
peaks, respectively. Recalibration to spectral shifting was operationally 
defined as shifting perceptual acoustic-phonetic mapping commensu-
rate with the spectral shift. In other words, adjusting frequency expec-
tations for both phonemes upward so that there is still a perceptual 
distinction, rather than hearing all upward-shifted phonemes as the 
higher-frequency member of the pair.

Results: For moderate amounts of spectral shifting, group data sug-
gested a general “halfway” recalibration to spectral shifting, but 
individual data suggested a notably different conclusion: half of the lis-
teners were able to recalibrate fully, while the other halves of the listen-
ers were utterly unable to categorize shifted speech with any reliability. 
There were no participants who demonstrated a pattern intermediate 
to these two extremes. Intelligibility of words decreased with greater 
amounts of spectral shifting, also showing loose clusters of better- and 
poorer-performing listeners. Phonetic analysis of word errors revealed 
certain cues were more susceptible to being compromised due to a 
frequency shift (place and manner of articulation), while voicing was 
robust to spectral shifting.

Conclusions: Shifting the frequency spectrum of speech has system-
atic effects that are in line with known properties of speech acoustics, 
but the ensuing difficulties cannot be predicted based on tonotopic 
mismatch alone. Difficulties are subject to substantial individual dif-
ferences in the capacity to adjust acoustic-phonetic mapping. These 
results help to explain why speech recognition in CI listeners cannot 
be fully predicted by peripheral factors like electrode placement and 
spectral resolution; even among listeners with functionally equivalent 
auditory input, there is an additional factor of simply being able or 
unable to flexibly adjust acoustic-phonetic mapping. This individual 
variability could motivate precise treatment approaches guided by an 
individual’s relative reliance on wideband frequency representation 
(even if it is mismatched) or limited frequency coverage whose tono-
topy is preserved.

Key words: Cochlear implants, Individual differences, Perceptual adapta-
tion, Phonetic perception, Recalibration, Spectral shift, Speech percep-
tion, Vocoded speech.
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INTRODUCTION

Cochlear implants (CIs) provide access to sound for individu-
als with severe to profound hearing loss and are considered to be 
one of the more successful neural prostheses (Wilson & Dorman 
2008). However, outcomes have been shown to be extremely vari-
able, with speech understanding ranging from 0 to 100% intel-
ligibility (Blamey et al. 2013). High variability in outcomes of 
CI listeners has been the focal point of research for several years, 
and the underlying cause of this variability has been shown to be 
multi-faceted (Lazard et al. 2012). For example, there is variabil-
ity among etiology of deafness, health of the cochlea, duration of 
deafness, age of onset of hearing impairment, and the biophysi-
cal interactions between the electrodes and the neurons (Bierer 
et al. 2011; Bierer & Litvak 2016). Spectral resolution is notori-
ously poor in CIs because of the limited number of electrodes and 
spread of electrical activity throughout the cochlea. Holden et al. 
(2013) found that placement and insertion depth of the electrode 
array were one of the most significant factors that affected patient 
outcomes. Incomplete insertion of the CI into the cochlea results 
in upward shifting of the frequency spectrum. Landsberger et al. 
(2015) estimated that the mean apical place of stimulation would 
correspond to 323 to 740 Hz for various CI devices. The exact 
amount of frequency mismatch resulting from these stimula-
tions depends partly on the analysis bands but can be roughly 
estimated to be about 0.5 to 0.9 octaves at the apex, with smaller 
mismatches toward the base. The problem resulting from shallow 
CI insertion depth is that the representation of frequencies will be 
tonotopically mismatched. Unknown is whether some listeners 
are more susceptible to struggling with this mismatch, in addition 
to poor frequency resolution of the implant.

Poor representation of spectral information in CIs has con-
sequences for perceiving speech, as many speech sounds (e.g., 
/b/-/d/, /ʃ/-/s/, vowels) are distinguishable by changes in the 
spectral domain. Changes in consonant place of articulation 
(PoA) result in changes in the frequency spectrum, and percep-
tion of those spectral differences are essential for a listener’s 
ability to identify which sound was spoken. Due to poor fre-
quency representation of the implant, and thus poor spectral 
resolution, sensitivity to changes in PoA is typically the most 
difficult speech feature for CI listeners to perceive (Munson & 
Nelson 2005; Munson et al. 2003; but see Rødvik et al. 2019 
for extra nuance). In addition, normal-hearing (NH) listeners 
have also shown to have difficulty perceiving differences of PoA 
when listening to speech that is spectrally degraded (Xu et al. 
2005; Zhou et al. 2010; Winn & Litovsky 2015). Consonant 
PoA will therefore be the focus of the current investigation.

0196/0202/2021/XXXX-00/0 • Ear & Hearing • Copyright © 2021 Wolters Kluwer Health, Inc. All rights reserved • Printed in the U.S.A.



Copyright © 2021 Wolters Kluwer Health, Inc. Unauthorized reproduction of this article is prohibited.

2 	 Smith and Winn / EAR & HEARING, VOL. XX, NO. XX, 00–00

We expect that a postlingually deafened recipient of a CI 
will need to undergo phonetic “recalibration,” which refers to 
the need to adjust acoustic-phonetic frequency boundaries com-
mensurate with the shifting of the spectrum as delivered by the 
CI. For example, if there is an important frequency boundary at 
2000 Hz but the spectrum has shifted up by an octave, the lis-
tener ought to correspondingly shift the perceptual boundary up 
to 4000 Hz to maintain the proper distinctions in the transformed 
input. Conversely, the lack of calibration would mean that the 
listener maintains rigid frequency boundaries for phonetic con-
trasts despite wholesale changes in the spectrum. Given these 
two possibilities recalibration to a frequency mismatch is the 
optimal strategy and is the focus of the present study.

Due to the small scale and the nonlinear tonotopic spacing of 
the cochlea, a shift of just 1 or 2 mm of array insertion can result 
in a frequency shift of hundreds or thousands of Hz (Greenwood 
1990). Unsurprisingly, shallow electrode insertion depth results 
in significant difficulty in the identification of consonants (Fu et 
al. 2002; Li & Fu 2010), vowels (Fu & Shannon 1999), words 
(Fu et al. 2002), and sentences (Dorman et al. 1997). Still, some 
very basic questions about the consequence of spectral shift-
ing remain unknown, because the experimental stimuli were 
not necessarily designed to reveal whether a listener properly 
adjusted acoustic-phonetic mapping. There are rare examples 
of this priority represented in the literature, but some are con-
strained to multidimensional frequency space that is difficult to 
interpret (cf. Harnsberger et al. 2001) or limited to simulation 
studies to exert rigorous control over the frequency regions that 
are affected (DiNino et al. 2016). It is important to note that it 
has been observed that spectral shifting results in unique chal-
lenges separate from spectral degradation. For example, Fu and 
Shannon (1999) showed that vowel recognition deficits result-
ing from spectral shifting were not alleviated by improvements 
in spectral resolution.

It is clear from everyday experience that listeners can accom-
modate some amount of spectral shifting when identifying 
speech, because differences in vocal tract size produce system-
atic proportional differences in voice resonant frequencies (i.e., 
formants). As individuals with typical hearing do not encounter 
substantial difficulty with talkers of different sizes (and hence 
with shifted patterns of spectral peaks in their voices), we can 
expect some robustness of perception across a moderate amount 
of artificial spectral shifting. However, the amount of frequency 
shift resulting from a shallow CI insertion depth far exceeds 
the amount of spectral shifting that occurs naturally from dif-
ferences in speaker vocal tract size among typical adults and 
children (Simpson 2009; Story et al. 2018). Differences of the 
second formant for the vowel /i/ produced by women and men 
are among the largest gender-related frequency differences and 
yet only reflect an approximate change of 435 Hz or 0.25 octaves 
across gender (Hillenbrand et al. 1995). The corresponding shift 
in frequency energy from the male to female talker would cor-
respond to a shift of just over 1 mm of cochlear space according 
to Greenwood’s (1990) function. Conversely, spectral shifting 
in a CI is estimated to be in the range of 3.3 to 6 mm at the 
apical end, when comparing the frequencies stimulated by the 
most apical angular insertion depth (Landsberger et al. 2015) 
and standard frequency allocation at the most apical electrode. 
Therefore, listening with a CI demands recalibration to a degree 
not encountered in everyday speech communication when sim-
ply interacting with a variety of talkers.

Summary and Hypothesis
Prior studies have shown spectral shifting is an expected con-

sequence of using a CI and that it has some degree of impact 
on speech intelligibility (Dorman et al. 1997; Fu & Shannon 
1999; Fu et al. 2002; Li & Fu 2010). Based on the large degree 
of frequency shift, adjustment to CI-like frequency mismatches 
demand perceptual flexibility far exceeding that which is needed 
for encountering an everyday variety of talkers. However, 
it remains unclear whether individuals vary in their ability to 
adjust their perception in response to frequency shifting. A more 
detailed examination of this ability is needed, which could be 
aided by a specific focus on the perception of consonants that dif-
fer by frequency spectra—which conveniently happen to be the 
consonant contrasts that are most problematic for CI listeners.

We hypothesize that (1) perception of the /ʃ/-/s/ and /b/-/d/ 
phoneme contrasts will become biased specifically toward /s/ 
and /d/, respectively, because they contain relatively higher-
frequency components than their counterparts and (2) based 
on some evidence from previous studies showing individ-
ual variability in speech understanding to spectrally shifted 
stimuli some participants will be better at recalibrating to the 
spectrally shifted stimuli than others, and this will emerge as 
relatively better performance in both the categorization of pho-
nemic continua (in terms of reduced bias toward /s/ and /d/) 
and word intelligibility. We operationally defined recalibration 
to a spectral shift as the adjustment of acoustic-phonetic map-
ping commensurate with the shifting of the frequency spectrum. 
Listeners who recalibrate are able to maintain perceptual dif-
ferentiation between phonemes even after the entire continuum 
has been spectrally shifted. Conversely, a listener who fails to 
recalibrate is hypothesized to show categorization bias toward 
perceiving the phoneme with high-frequency components (e.g., 
/s/ instead of /ʃ/) when the spectrum is shifted upward.

MATERIALS AND METHODS

Participants
The study included 15 NH subjects (mean age = 27 years; 

range = 20 to 47 years) who were screened to confirm pure-tone 
thresholds of ≤20 dB HL at octave frequencies between 0.25 
and 8 kHz in both ears (American National Standards Institute 
Accredited Standards Committee S3, Bioacoustics 2004). 
Extended high-frequency hearing (>8 kHz) was not tested (elab-
orated further in the Discussion section). All experimental pro-
tocols were approved by the Institutional Review Board of the 
University of Washington, and all listeners provided informed 
written consent before participation. All listeners were com-
pensated for their participation. They all spoke North American 
English as their native language and did not self-report any 
language-learning or cognitive deficits.

Stimuli
Speech stimuli consisted of modified natural speech tokens 

that were spoken by a native adult male speaker of American 
English. There were three groups of sounds—a /bɑ/-/dɑ/ con-
trast, a /ʃɑ/-/sɑ/ contrast, and a /rɑ/-/lɑ/ contrast, each described 
later, as well as monosyllabic words. Testing was completed in 
a sound-attenuated booth with stimuli delivered via a Tannoy 
Reveal 402 loudspeaker (frequency response 56 to 48,000 Hz ± 
3 dB SPL) at 0 degrees azimuth at 65 dBA.
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Monosyllabic Words
Open-set word recognition was tested using monosyllabic 

words (e.g., “boat,” “dime,” “take,” “run”) in each of the vocoder 
conditions described later. The words were drawn from the 
Maryland consonant-nucleus-consonant (CNC) clinical cor-
pus (Peterson & Lehiste 1962), which was designed to contain 
words that are familiar to most listeners and yet difficult enough 
to differentiate among various degrees of hearing impairment 
(e.g., mild/severe/profound). The words were presented in isola-
tion in quiet, with no carrier phrase.

/bɑ/-/dɑ/ Continuum
The /b/-/d/ continuum was divided into eight steps (i.e., dif-

ferences that were equally spaced on a psychoacoustic [Bark] 
frequency continuum) and featured manipulation of formant 
frequency transitions at the onset of the syllable to cue the 
phonetic contrast. The second formant changed a total of 0.8 
octaves, from roughly 1000 Hz (at the /b/-endpoint) to 1800 
Hz (at the /d/ endpoint), with smaller correlated changes in F3 
as well. The stimuli were a subset of those described and illus-
trated by Winn and Litovsky (2015), excluding any variations 
in spectral tilt that were examined in that study; greater detail 
on the creation of these stimuli can be found in their paper. In 
short, naturally uttered syllables were manipulated using the lin-
ear predictive coding decomposition method in Praat (Boersma 
& Weenink 2013), so that formant trajectories intermediate to /
bɑ/ and /dɑ/ could be superimposed on the residual voice source 
from the original utterance and refiltered to produce natural-
sounding speech with parametrically controlled formant tran-
sitions. Consonant release bursts were filtered by the onset of 
the formant contours and thus complimented the formant transi-
tions for a given continuum step.

/ʃɑ/-/sɑ/ Continuum
The /ʃ/-/s/ continuum was used to have a phoneme con-

trast whose information-bearing frequency content was spread 
across a wider frequency range (between 2000 and 8000 Hz; 
two octaves), as frication energy is less compact than formant 
frequencies in /b/ and /d/. There were seven steps in the /ʃ/-
/s/ continuum, where the endpoints were natural /ʃ/ and /s/ 
sounds. Consistent with the naturally produced signals, the 
fricative spectrum peaks varied in terms of relative amplitude 
of spectrum peaks within the fricative noise. In general, there 
is a lower-frequency peak (around 2300 Hz) that has relatively 
greater amplitude in the /ʃ/ token and a higher-frequency peak 
(around 5500 Hz) that has relatively greater amplitude in the /s/ 
token. Intermediate steps were created by gradual blending of 
these signals mixed at different proportions (e.g., 84% /s/ + 16% 
/ʃ/, 68% /s/ + 32% /ʃ/, etc.). Each member of the continuum 
was pre-appended onto the vowel from a natural production of 
/sɑ/, chosen because it is perceptually compatible with either 
fricative, whereas the vowel following /ʃɑ/ would sound slightly 
unnatural when preceded by /s/ (i.e., it would sound like “sya” 
because of the palatal tongue position at the /ʃ/-/ɑ/ boundary).

/rɑ/-/lɑ/ Sounds
The two remaining sounds were /rɑ/ and /lɑ/, which were 

unaltered natural recordings of these syllables. Consistent with 
the approach used by Winn and Litovsky (2015), these sounds 
were included simply to introduce more variety to make the 

task less monotonous and to avoid unnaturally focused attention 
solely on the cues for the previous contrasts. Their inclusion 
also conferred the additional benefit of making the task appear 
easier and more engaging.

Vocoder Parameters
Although a vocoder simulation does not perfectly repli-

cate the hearing of a CI user, it can provide researchers with 
the ability to systematically manipulate various aspects of an 
auditory signal that would not be under experimenter control 
in a real sample of CI listeners, including spectral resolution 
and spectral shifting. Sine wave vocoding was done similarly to 
what has been reported in earlier studies (Dorman et al. 1998; 
Li et al. 2009; Li & Fu 2010). In short, the frequency spectrum 
was divided into a discrete number of analysis channels, and 
the amplitude envelope of each channel was imposed upon a 
sine wave whose frequency corresponded to the center of each 
analysis band. Absolute lower- and upper-frequency boundar-
ies were set to 100 and 8000 Hz, respectively, to capture the 
speech frequency range. A total number of 16 frequency chan-
nels were used, which has been shown to allow near-perfect 
intelligibility performance in quiet (Dorman et al. 1998). We 
wish to note, however, that high intelligibility does not neces-
sarily mean perfect perception of all acoustic-phonetic cues or 
robustness to spectral shifting. Fewer frequency channels were 
not used (i.e., less spectral resolution) because the similarity to 
CI performance is mainly restricted to word intelligibility and 
not necessarily the perception of individual phonetic cues.

A sine wave carrier was used instead of a noise carrier to 
more faithfully preserve temporal envelope modulations of the 
speech signal, with envelopes of each channel low-pass filtered 
at 600 Hz to preserve periodicity and high-speed amplitude 
envelope changes. Temporal envelopes of a sine wave carrier 
lack the temporal distortions that result from noise carriers that 
would contain envelope fluctuations inherent to any filtered 
band of Gaussian noise (Kohlrausch et al. 1997; Stone et al. 
2008; Oxenham & Kreft 2014).

Spectral Shifting
To simulate different amounts of electrode insertion depth, the 

vocoder simulations incorporated upward shifting of carrier chan-
nel frequencies away from the center of the analysis channels. 
The Greenwood (1990) frequency-to-place equation was used to 
determine the frequencies that corresponded to shifts of 2, 4, and 
6 mm of cochlear space. Figure 1 displays the center frequencies 
of each channel and how they were shifted in each condition. In 
this study, all frequencies were shifted by a uniform cochlear dis-
tance, although frequency alignment in a real CI is complicated 
by numerous other factors. The highest frequency carrier channel 
in the 6 mm condition was 16,581 Hz, which extends roughly one 
octave beyond the audiometric testing thresholds used to screen 
for hearing loss in the present study (further comments in the 
discussion). However, it is not necessary to perceive the highest-
frequency channel to recognize the differences between the two 
endpoint stimuli, as the phonetic differences were also contrastive 
within lower channels.

Spectrograms of /ʃɑ/-/sɑ/ and /bɑ/-/dɑ/ for the 0 and 6 mm 
conditions are shown in Figure 2 and Figure 3, respectively. The 
information-bearing frequency region for each contrast is high-
lighted by a gray rectangle. Notice how the lower end of this 
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region for a 6 mm shifted /ʃɑ/ or /bɑ/ now overlaps with the 
upper end of the unshifted /sɑ/ or /dɑ/ frequency range. Thus, 
listeners will need to recalibrate to this frequency mismatch to 
perceive two distinct phonetic categories of perception rather 
than classifying all of the /ʃɑ/-/sɑ/ sounds as /sɑ/ or all of the /
bɑ/-/dɑ/ sounds as /dɑ/.

Procedure
Listeners completed both the phoneme categorization task 

and the word identification task in five conditions: normal (not 
vocoded), vocoded with 0, 2, 4, and 6 mm shifts. Stimuli were 
blocked by the degree of spectral shifting and the ordering of 
blocks was randomized.

Monosyllabic words were tested by using 50 words played 
in each vocoder condition, with each block selecting words ran-
domly from the 400-word CNC corpus and a separate word list 
produced for each vocoder condition to avoid learning effects 
for memorized lists. Listeners heard one word at a time and 
responded by typing the word into a computer interface. Blocks 
of CNCs were randomly interspersed between testing blocks of 
phoneme categorization.

Phoneme categorization was tested using a single-interval 
six-alternative forced-choice task (hear one syllable at a time, 
and label it using the choices /sɑ/, /ʃɑ/, /bɑ/, /dɑ/, /rɑ/, /lɑ/), 
and all six choices were on the computer screen at one time. 
Listeners responded by selecting their answer via mouse-click. 
There were three blocks presented for each condition, and each 

Fig. 1. Center frequencies for each channel and how they were shifted in each condition. The vertical span of the boxes represents the analysis band. The 
points extending from each box represent the carrier frequency of the respective synthesis band. Each panel represents a unique condition, with the 0 mm 
condition representing a vocoded condition without spectral shifting. The subsequent panels represent shifts of 2, 4, and 6 mm of cochlear space, respectively.

Fig. 2. Spectrograms for the /ʃɑ/-/sɑ/ contrast, showing continuum endpoints that reflect typical productions of these phonemes. Each panel represents an entire 
syllable in either the 0 or 6 mm condition. The gray rectangle in the spectrogram represents the frequency range that contains the contrastive frequency cue for 
the pair of phonemes. Note how the upper edge of the rectangle for the 0 mm condition overlaps with the lower edge of the rectangle for the 6 mm condition.
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block contained three trials for every unique step of both the 
/bɑ/-/dɑ/ and /ʃɑ/-/sɑ/ continua, respectively, yielding nine 
observations for each unique continuum step. Each block also 
contained 8 trials each for /lɑ/ and /rɑ/, for a total of 61 tri-
als per block, 183 trials per condition, for a grand total of 732 
trials. The /bɑ/-/dɑ/ and /ʃɑ/-/sɑ/ contrasts were slightly over-
represented within each block (39% and 35%, respectively, 
rather than 33%), so more data were collected on the specific 
measures of interest. The /bɑ/-/dɑ/ and /ʃɑ/-/sɑ/ stimuli were 
members of gradual continua, but participants were not made 
aware of these manipulations, nor were they aware of the insig-
nificance of the /rɑ/-/lɑ/ trials. Listeners could choose to repeat 
a stimulus presentation when needed but were encouraged to 
answer based on their first impression and only repeat when a 
stimulus was missed (e.g., because of a cough). Only 2.7% of 
trials in the unprocessed condition contained a stimulus repeat, 
with only 2.5%, 3.3%, 5.6%, and 6.3% of trials repeated in the 
0, 2, 4, and 6 mm conditions, respectively.

Each participant began the experiment with a short practice 
block for the nonvocoded and the 2 mm shifted conditions. This 
was done to familiarize listeners with the experiment inter-
face, stimuli, and overall procedure. After the practice blocks, 
each listener’s first block was always one of the three normal 
(unprocessed) condition blocks, with the rest of the subsequent 
blocks randomized across conditions and task (phonemes or 
CNC words). Total testing time was approximately 90 minutes 
including breaks when needed.

Analysis
Monosyllabic Words  •  Individual CNC words were scored 
as either correct or incorrect. Alternate spellings and homo-
phones (e.g., sore-soar) were manually scored to count as cor-
rect in the analysis. An analysis of varying phonetic features 
was conducted on each consonant in each CNC word to better 
understand the impact of spectral shifting on recovering specific 
features like voicing, manner of articulation (MoA), and PoA. 
Each feature was tracked independently, so that there could be 

more than one feature error on each consonant. For example, a 
misperception of /b/ as /k/ would be counted as both a voicing 
error and a PoA error. This analysis was conducted separately 
for consonants in the word-onset or word-final position.
Binomial Model of Phoneme Categorization  •  For each con-
tinuum, listeners’ identification responses were modeled using 
generalized linear (logistic) mixed-effects model (GLMM) 
using the lme4 package (1.1-21; Bates et al. 2015) in the R soft-
ware interface (R Core Team 2016). There were separate models 
for the /b/-/d/ and the /s/-/ʃ/ continua, with each model estimat-
ing the log odds of a listener perceiving the higher-frequency 
member of each pair (/d/ or /s/) as a function of the continuum 
step and condition (shift), and their fully crossed interactions. 
Each fixed effect was also declared as a random effect to account 
for dependence across repeated measures and to reduce type 1 
error rate.
Four-Parameter Model of Phoneme Categorization  •  
Psychometric functions did not always asymptote at floor (0) and 
ceiling (1) in the vocoder conditions, which complicates interpre-
tation of the binomial modeling described earlier. Therefore, psy-
chometric functions of perceived PoA were additionally modeled 
as four-parameter sigmoidal functions that allowed the asymp-
totes to deviate from floor and ceiling. A nonlinear least squares 
curve fitting procedure was used, incorporating the Levenberg-
Marquardt convergence algorithm available in the “minipack.lm” 
package in R. The form of the function was as follows:

Alveolar Range e Floor
step slope= +



 +− +×( )( )/

*
1

50

“Alveolar” refers to the perceived PoA by the listener as 
the higher-frequency member of the pair (e.g., /dɑ/ instead of /
bɑ/ or /sɑ/ instead of /ʃɑ/). “Floor” refers to the lower asymp-
tote of the psychometric function, which could be as low as 0. 
“Range” refers to the difference between the floor and the upper 
asymptote of the function, which could potentially span up to 1 
if the floor is 0. “x50” refers to the x axis position (continuum 
step) along the function at which the estimated value is halfway 

Fig. 3. Spectrograms for the /bɑ/-/dɑ/ contrast, showing continuum endpoints that reflect typical productions of these phonemes. Each panel represents an 
entire syllable in either the 0 or 6 mm condition. The gray rectangle in the spectrogram represents the frequency range that contains the contrastive frequency 
cue for the pair of phonemes. Note how the upper edge of the rectangle for the 0 mm condition is close to the lower edge of the rectangle for the 6 mm 
condition.



Copyright © 2021 Wolters Kluwer Health, Inc. Unauthorized reproduction of this article is prohibited.

6 	 Smith and Winn / EAR & HEARING, VOL. XX, NO. XX, 00–00

between the lower and upper asymptote. “Step” refers to the 
continuum step that was presented. All four terms of the model 
were free to vary across individuals and modeled as interactions 
with the vocoder condition. Allowing individually free variable 
estimation provided much better fits to the data, as expected 
based on visual inspection of the figures. The added value of 
this four-parameter approach is the explicit estimation of indi-
viduals’ floor and ceiling parameters, which ultimately became 
a centerpiece of the interpretation of this study.

RESULTS

Word Identification Task
Overall Word Intelligibility  •  Word intelligibility scores 
decreased as a function of spectral shifting, shown in Figure 4. 
Average group performance (large black dot) was virtually at 
100% in the normal condition, 94% for the 0 mm shift condi-
tion, 91% with 2 mm of shifting, 67% in the 4 mm condition, 
and 21% in the 6 mm condition. Individual performance showed 
a wider range of variability in the 4 and 6 mm conditions.
Phonetic Features  •  Analysis of the perception of phonetic 
features (Fig. 5) revealed that the decline in performance across 
listening conditions was not uniform across the features. PoA 
was the most fragile feature in all vocoder conditions, consis-
tent with earlier literature (e.g., Miller & Nicely 1955; Xu et 
al. 2005). Perception of voicing in word-final consonants was 
generally shielded from the detrimental effects of spectral shift-
ing. Notably, among all of the shifted conditions, /ʃ/ was per-
ceived as /s/ 13% of the time (12\96 opportunities), while /s/ 
was misperceived as /ʃ/ only once out of 240 opportunities, and 
never in word-onset position. In those shifted conditions, /ʃ/ 
had 81% overall accuracy while /s/ had 91% accuracy. Accuracy 
for /b/ was 74% overall. Contrary to our expectations, misper-
ception of /b/ as /d/ never occurred in the word-onset position 
but was the most frequent error in the word-final position, with 
a roughly 20% error rate. Across all shifted conditions, /d/ 
had 79% overall accuracy; it was perceived as /b/ and /g/ with 
rates of 4% and 8%, respectively. Nasal sounds—containing 

predominantly low-frequency energy, were perceived with 74% 
accuracy in the shifted conditions. The most common error 
on nasal sounds was misperceiving /m/ as /n/ (at a 19% rate), 
which is consistent with the pattern that was expected for the 
/b/-/d/ sounds (which are simply oral variants of these nasal 
sounds). Conversely, /n/ was rarely misperceived as /m/, with 
an error rate of less than 2%. These error patterns are generally 
consistent with the hypothesis that misperceptions of shifted 
phonemes will gravitate toward similar phonemes with higher-
frequency spectral components.

Table 1 shows the GLMM results for the phonetic feature 
analysis. In this table, we are modeling the change in log odds 
of correct perception of a given phonetic feature (manner, place, 
and voicing), given specific changes in stimulus parameters. 
The default parameters of the model were 0 mm shifting, word-
offset position, and MoA. The outcome for any other feature, 
word position or listening condition represents a deviation from 
these defaults. To explain how to interpret the model coef-
ficients, we will first walk through some simple and complex 
examples. Line β4 in the table represents a single parameter 
deviation from the default, from 0 to 6 mm, keeping the defaults 
of word-offset and MoA. Therefore, line β4 does not reflect an 
“overall” effect of 6 mm shifting; it reflects how perception of 
word-offset MoA differs between the 0 and 6 mm conditions. At 
word-offset position, comparison between perception of manner 
of articulation to place of articulation involves line β9. When 
analyzing perception of MoA in the 0 mm (unshifted) stimuli, 
comparison of performance at word-onset to word-offset posi-
tion involves line β5.

The estimate of performance for word-onset PoA in the 
4 mm shifted condition involves summing the intercept (β1; 
default parameters), the 4 mm main effect (β3), the onset posi-
tion main effect (β5), the PoA main effect (β9), the interaction 
between 4 mm and onset position (β7), the interaction between 
4 mm and PoA (β11), the interaction between onset position 
and PoA (β13), and the interaction between 4 mm and PoA 
and onset position (β15). Together, these coefficients sum to 
1.95 log odds of correct perception for word-onset PoA in the 

Fig. 4. Word intelligibility performance across listening conditions. The 
large black dot represents the group mean, with individual data points rep-
resented by the small black dots. Lines connect data for individuals across 
conditions. Width of the violin shape underneath the dots reflects the den-
sity distribution of the individual data.

Fig. 5. Percent correct of each consonant feature for both word-initial (dark 
blue) and word-final (light red) position for the features of manner (M), 
place (P), and voicing (V) in each vocoded listening condition. For exam-
ple, in the 6 mm condition, the manner of articulation at word-final position 
was perceived correctly 77% of the time.
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4 mm shifted condition. The equivalent proportional response 
that would correspond to these log odds is calculated using the 
inverse logit function 1/(1 + exp(-log odds)). An argument of 
1.95 entered into this function yields 87.5%, which is exactly 
the performance achieved for this condition (line 15, % col-
umn). The GLMM thus represents the exercise of decomposing 
these performance scores into unique contributions of each of 
the phonetic parameters and listening conditions.

Only a few specific effects/interactions reached statistical 
detection in the full GLMM. Perception of MoA was worse 
at word-onset position than at word-offset position (β5) for 
unshifted stimuli. Perception of PoA was worse than perception 
of MoA in the default configuration of 0 mm and word-offset 
position, but this difference was not statistically detectable (β9; 
p = .194). PoA perception in the shifted conditions was notably 
worse than performance in the default configuration (β16), but 
each of the successive differences between the default and the 
other changes (e.g., changing MoA to PoA, changing 0 to 6 mm, 
changing word-offset to word-onset, changing the PoA:shift 
interactions, etc.) tended to not reach statistical detection on 
their own. In other words, despite the large leap between the 
default performance of 99.7% and 52.5% 6 mm word-onset per-
formance for PoA, that leap appears to have been the composite 
of many smaller more modest steps that collectively contribute 
to the score, rather than any particular large effect.

For phonemes in word-offset position, there was a detrimental 
effect of spectral shifting on MoA in the 4 mm condition (β3; β = 
–2.23). However, for the voicing feature, there was an interaction 
with this effect that was equivalent but in the opposite direction 
(β19; β = +2.1), suggesting that the voicing feature in word-offset 

position was not affected by spectral shifting. However, the robust-
ness of consonant voicing against spectral shifting was restricted 
to the word-final position, as indicated by the negative interactions 
between voicing and word position (table lines 22, 23, and 24), 
which counteracted the positive coefficient for voicing in word-
final position (table lines 18, 19, and 20). The robustness of conso-
nant voicing perception specifically in word-offset position can be 
explained by the acoustic cues for voicing, such as preceding vowel 
duration (House 1961), which is a cue that would be robust to spec-
tral shifting as it does not depend on any particular frequency con-
tent (Winn et al. 2012). Other specific patterns can be derived from 
Table 1 in the same way that we have derived the examples earlier.
Phoneme Categorization  • 
Group Data Overview  •  Figure  6A shows the group average 
psychometric functions for the /ʃ/-/s/ continuum across vocoder 
conditions. The high upper asymptotes of responses across con-
ditions suggest listeners on average maintained consistent per-
ception of the /s/ category, as expected. The lower asymptote 
of the function was maintained at or near the floor in the 0 and 
2 mm conditions, but the elevated lower asymptote in the 4 and 
6 mm shift conditions indicates a response bias toward /s/ even 
for the most /ʃ/-like sound. These results are consistent with the 
hypothesis, given the acoustics of /ʃ/ should sound more like /s/ 
when shifted upward.

Figure  6B shows the group average psychometric functions 
for the /b/-/d/ continuum across vocoder conditions. An expected 
well-defined steeply sloping function was observed in the normal 
(unprocessed) condition; slopes became shallower as degree of 
spectral shift increased, until flattening out at the 6 mm condition. 
This change in slope is similar to findings from earlier literature of 

TABLE 1.  Generalized linear mixed-effects model describing performance in perceiving phonetic features as a function of feature 
type, word position, and vocoder condition

Term Feat Pos mm Term Est
Total 
Coef % SE F p

β1 MoA Offset 0 Intercept (feature: MoA) 5.88 5.88 99.7 0.73 8.10 < .001
β2   2 2 mm –0.14 5.74 99.7 0.98 –0.14 .890
β3   4 4 mm –2.23 3.64 97.5 0.84 –2.65 .007
β4   6 6 mm –4.62 1.26 77.9 0.79 –5.88 < .001
β5  Onset 0 Onset position –1.72 4.16 98.5 0.80 –2.16 .031
β6   2 2 mm: onset –0.01 4.01 98.2 1.04 –0.01 .989
β7   4 4 mm: onset 0.39 2.31 91.0 0.86 0.46 .648
β8   6 6 mm: onset 1.21 0.75 67.9 0.82 1.48 .138
β9 PoA Offset 0 Feature: PoA –1.09 4.79 99.2 0.84 –1.30 .194
β10   2 2 mm: PoA 0.32 4.97 99.3 1.12 0.28 .776
β11   4 4 mm: PoA 0.00 2.55 92.8 0.88 0.00 .999
β12   6 6 mm: PoA 0.15 0.32 57.9 0.86 0.17 .862
β13  Onset 0 Onset position: PoA 0.53 3.59 97.3 0.92 0.57 .570
β14   2 2 mm: PoA: onset –0.62 3.14 95.8 1.24 –0.50 .615
β15   4 4 mm: PoA: onset 0.19 1.94 87.4 0.97 0.20 .841
β16   6 6 mm: PoA: onset –0.10 0.09 52.2 0.94 –0.10 .916
β17 V Offset 0 Feature: voicing –0.48 5.40 99.5 0.92 –0.52 .601
β18   2 2 mm: voicing 1.92 7.19 99.9 1.57 1.22 .221
β19   4 4 mm: voicing 2.08 5.24 99.5 1.04 2.00 .045
β20   6 6 mm: voicing 2.81 3.59 97.3 0.97 2.91 .003
β21  Onset 0 Onset position: voicing 1.84 5.52 99.6 1.08 1.70 .088
β22   2 2 mm: voicing: onset –2.62 4.68 99.1 1.77 –1.48 .138
β23   4 4 mm: voicing: onset –2.62 3.13 95.8 1.22 –2.15 .031
β24   6 6 mm: voicing: onset –2.77 2.16 89.6 1.15 –2.40 .016

Est, beta estimate; Feat, phonetic feature; MoA, manner of articulation; PoA, place of articulation; Pos, word position (onset or offset); Total Coef, linear sum of all interacting coefficients for 
the term in the model; V, voicing.
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reduced slope resulting from poor spectral resolution overall (Winn 
& Litovsky 2015; Winn et al. 2016). However, the main hypothesis 
was not confirmed, as there was no systematic bias toward hearing 
/d/ with increased spectral shifting. In the 4 and 6 mm conditions, 
there was only a weak semblance of categorization at all, suggest-
ing that the problem of spectral shifting was swamped by the gen-
eral lack of perceptual resolution of these stimuli. Potential reasons 
for this result are considered in the discussion.
Generalized Linear Mixed-Effects Models for Phoneme 
Categorization  • 
/ʃɑ/-/sɑ/  •  Group GLMM results for the /ʃ/-/s/ contrast are 
reported in Table 2. Compared with the normal listening con-
dition (which was the default condition in the model, against 
which all other conditions were compared), the intercept was 
significantly higher for the 4 mm (β5; z = 4.6; p < .001)  
and 6 mm (β6; z = 6.96; p < .001) conditions, indicating 
a greater bias toward /s/ in each of these conditions com-
pared with the unshifted condition, and confirming the main 
hypothesis. There was a significant main effect of continuum 
step (slope) in the normal condition (β2; z = 8.23; p < .001). 
Significant interactions of slope by condition were observed for 
the 4 mm (β9; z = –3.92; p < .001) and 6 mm (β10; z = –6.34;  
p < .001) conditions, where the slope was shallower.

/bɑ/-/dɑ/  •  GLMM results for the /b/-/d/ contrast are 
reported in Table 3. Consistent with previous studies of spec-
tral distortion on categorization of these phonemes, the steep-
est slope of the psychometric function was observed in the 
normal unprocessed condition (β2; z = 6.77; p < .001). Slope 
Interactions were observed for the vocoder conditions, with sys-
tematically shallower slopes for the 0 mm (β7; z = –4.82; p < .001),  
2 mm (β8; z = –4.49; p < .001), 4 mm (β9; z = –5.71; p < .001), 
and 6 mm (β10; z = –6.93; p < .001) conditions.

The main hypothesis for the /b/-/d/ stimuli was that there 
would be increased likelihood of perceiving /d/ when the 
spectrum was shifted upward. The results did not confirm the 
hypothesis. For most of the conditions, there was no effect on 
the intercept, indicating no systematic bias toward /d/. There 
was a negative effect on the intercept for the 6 mm shift (β6;  
z = –3.91; p < .001) condition. At a glance, this appears to indi-
cate a bias toward /b/, which is the opposite of what we expected. 
However, this statistical effect is not as easily interpretable as 
the corresponding effect for the /ʃ/-/s/ stimuli. For the /b/-/d/ 
stimuli, the labeling functions did not show a systematic shift 
so much as they completely broke down.

A second GLMM was used to model only the subset of data 
where participant responses were matched to the continuum 

A

B

Fig. 6. Psychometric functions of phonetic categorization across both stimulus continua, separated by listening condition. The group averages are represented 
by the thicker lines, with individual responses in light gray. Panels in row (A) show the proportion of /s/ responses across the /ʃɑ/-/sɑ/ continuum. Panels in 
row (B) show proportion of /d/ responses across the /bɑ/-/dɑ/ continuum, with same line and color aesthetics as row A. Results estimated from the GLMM are 
represented by the dashed line. GLMM indicates generalized linear (logistic) mixed-effects model.
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from which the stimulus was drawn (e.g., excluding response 
of /sɑ/ for a stimulus from the /b/-/d/ continuum). We call such 
a mistake a “cross-continuum error.” On average, listeners’ ten-
dency to respond within the correct continuum for the /ʃɑ/ -  
/sɑ/ contrast ranged between 98 and 100% for all conditions, 
while /bɑ/-/dɑ/ ranged from 100% in the 2 mm, 0 mm, and nor-
mal conditions down to 80% in the 4 mm condition, and down 
to only 52% in the 6 mm condition (consistent with our earlier 
point that /b/-/d/ perception in the 6 mm condition is less inter-
pretable because basic recognition of the speech sounds was so 
poor). Despite the occurrence of cross-continua errors in the 
most difficult condition, there were no changes in the statistical 
differences identified in model outputs of the GLMM results; 
the same model terms and levels reached statistical detection, 
with the same direction of each effect. In addition, a follow-up 
analysis with data subset as a model term showed no interac-
tions of any of the model terms with data subset. All figures and 
model results in the current analysis are presented here using 
the first variation of the GLMM that included all responses.
Four-Parameter Statistical Model  •  Although the perceptual 
responses were binomial in nature, the binomial GLMM did not 
explicitly model the true lower or upper asymptotes within the 
data collected, due to the mathematical constraint that the data 
would extrapolate to 0 and 1. As can be seen from the data dis-
played in Figure  6, the range from lower to upper asymptote 

varies across the conditions. We are using the range between 
these asymptotes as an index of a listener’s tendency to show 
balanced perception of two phonetic categories, as opposed to 
the dominance of one category. Balanced and successfully reca-
librated perception would manifest as lower and upper asymp-
totes fully separated at 0 and 1, respectively, which indicate that 
there are acoustic levels within the continuum that are reliably 
heard as each of the phonemes. Conversely, if responses cluster 
near the floor or ceiling of the graph, that is a sign that only one 
of the phonemes is being identified reliably. To directly model 
changes in response range, a four-parameter model was used, in 
which the standard parameters of slope and crossover boundary 
were supplemented with parameters that estimated lower and 
upper asymptote.

/ʃɑ/-/sɑ/  •  Results of the four-parameter sigmoidal function 
for the /ʃɑ/-/sɑ/ contrast are listed in Table 4. The most impor-
tant aspect of this table is the “Range” parameter. The Estimate 
of –0.51 in the 6 mm condition means that the average range 
was 0.49, which is 1.0 (the estimate for the normal-speech 
condition) minus 0.51. Compared with the normal condition, 
the range of responses was smaller in the 4 mm (t = –3.58;  
p < .001) and 6 mm (t = –8.24; p < .001) condition but was not 
statistically different in the 0 mm (t = –1.71; p = .09) or 2 mm  
(t = –0.59; p = 0.56) conditions. These results confirm the main 
hypothesis that there would be successively greater biases 

TABLE 2.  GLMM binomial model results for the /ʃ/-/s/ contrast

Term Fixed Effects Estimate SE z Statistic p

 Default condition (normal speech)     
β1   Intercept –8.93 1.21 –7.40 < .001
β2   Continuum step (slope) 4.42 0.54 8.23 < .001
 Intercept interactions     
β3   Intercept: 0 mm shift –0.60 1.91 –0.31 .75
β4   Intercept: 2 mm shift 1.69 1.75 0.97 .33
β5   Intercept: 4 mm shift 6.39 1.38 4.63 < .001
β6   Intercept: 6 mm shift 9.79 1.41 6.96 < .001
 Slope interactions     
β7   Continuum step × 0 mm shift –0.49 0.85 –0.58 .56
β8   Continuum step × 2 mm shift –0.89 0.83 –1.07 .28
β9   Continuum step × 4 mm shift –2.48 0.63 –3.92 < .001
β10   Continuum step × 6 mm shift –3.68 0.58 –6.34 < .001

GLMM, generalized linear (logistic) mixed-effects model.

TABLE 3.  GLMM binomial model results for the /b/-/d/ contrast

Term Fixed Effects Estimate SE z Statistic p

 Default condition (normal speech)     
β1   Intercept 2.70 0.82 3.28 .001
β2   Continuum step (slope) 4.73 0.70 6.77 < .001
 Intercept interactions     
β3   Intercept: 0 mm shift 0.99 0.71 1.39 .17
β4   Intercept: 2 mm shift 0.53 1.06 0.50 .62
β5   Intercept: 4 mm shift –1.73 1.08 –1.60 .11
β6   Intercept: 6 mm shift –6.54 1.67 –3.91 < .001
 Slope interactions     
β7   Continuum step × 0 mm shift –3.04 0.63 –4.82 < .001
β8   Continuum step × 2 mm shift –3.16 0.71 –4.49 < .001
β9   Continuum step × 4 mm shift –3.95 0.69 –5.71 < .001
β10   Continuum step × 6 mm shift –5.00 0.72 –6.93 < .001

GLMM, generalized linear (logistic) mixed-effects model.
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toward the higher-frequency /s/ sound with increasing upward 
spectral shift. The other effects listed in Table  3 were mainly 
consistent with the binomial GLMM.

/bɑ/-/dɑ/  •  Results for the /bɑ/-/dɑ/ contrast are listed in 
Table  5. Compared with the normal condition, the range of 
responses was significantly smaller for each of the 0 mm (t = 
–6.54; p < .001), 2 mm (t = –6.56; p < .001), and 4 mm (t = 
–4.26; p < .001) conditions but without any systematic effect 
across conditions. In other words, all vocoder conditions were 
different from the unprocessed condition, but the 0, 2, and 4 mm 
conditions were not meaningfully different from each other. The 
results from the 6 mm condition are especially difficult to inter-
pret; upon inspection of the individual models, it was found that 
some listeners produced identification functions that were so 
flat that they were estimated to not reach 50% until far past the 
limits of the continuum, and indeed, past any realistic acoustic 
constraints. For this reason, the statistical results for the 6 mm 
condition are not described here.
Individual Differences in Recalibrating to Spectral 
Shifts  •  The core value of the current analysis is appreciat-
ing how perception of phonemes—and the recalibration of 
acoustic-to-phonetic mapping—is subject to individual differ-
ences. Figure  7 shows examples of starkly different patterns 
of individual results for the /ʃ/-/s/ contrast from four listen-
ers. Listeners A and B showed reliable identification of both 
/ʃ/ and /s/ in all conditions, regardless of spectral shift. It thus 
appears that they successfully adjusted (recalibrated) their 
acoustic-phonetic boundaries for these phonemes commensu-
rate with the spectral shifting. Conversely, listeners C and D 
showed a significant bias toward /s/ in the 4 and 6 mm condi-
tion, indicated by the increased floor of the lower asymptote of 
the psychometric function. In other words, for listeners C and 
D categorization of the /ʃ/ tokens were shifted into the acous-
tic region normally corresponding to /s/, and their perceptual 
boundary did not shift accordingly. These listeners were not 
successful recalibrators.

There was relatively more variability observed for the /b/-
/d/ contrast than for the /ʃ/-/s/ contrast. Some listeners showed 
a categorization bias toward /d/ in the 0, 2, and 4 mm condi-
tions. However, /b/-/d/ perception in the 6 mm condition was 
extremely difficult for all listeners, with some biased either 
completely toward /d/, or surprisingly, completely toward /b/. 
These patterns of responses are likely indicative of categoriza-
tion breaking down and listeners simply guessing because the 
stimuli were so difficult to distinguish.
Two Distinct Patterns of Recalibration  •  In light of the dis-
tinctly different patterns of perceptual recalibration described 
earlier and illustrated in Figure  7, follow-up analyses were 
conducted to quantify the extent of recalibration to acoustic-
phonetic mapping in response to spectral shifting. In general, 
listeners clustered into one of two groups; some could maintain 
perceptual separation of both sound categories even when spec-
tra were shifted, while others were heavily biased to generally 
perceive only one sound category (e.g., Listeners C and D in 
Fig. 7, for whom upward-shifted fricatives would almost always 
sound like /s/). The range between floor and ceiling for the psy-
chometric function for each listener was used as a proxy for a 
listener’s ability to recalibrate to the spectral shift. Results are 
illustrated for the /ʃ/-/s/ and /b/-/d/ contrasts in Figure 8. A key 
finding of the individual results is that about half of the listeners 
had a full or near-full response range (indicating that they could 
recalibrate to a spectral shift and maintain two separate phonetic 
categories), while the other half did not.

The individual analysis of response ranges in the heavily 
shifted conditions revealed that the average group response 
was not representative of any individual listener. Instead, for 
both the stop and fricative contrasts, listeners were split into 
a bimodal distribution of those who could and who could not 
recalibrate to varying amounts of spectral shifting. This result 
is illustrated in Figure 8 in the 6 mm condition for /ʃ/-/s/, and 
in the 4 mm condition for /b/-/d/, where the individual listener 
data (small black dots) are clustered together at either the top or 

TABLE 4.  Four-parameter model output for the /ʃ/-/s/ contrast

Term Parameter Condition Estimate SE t Statistic p

β1 Range Normal 1.00 0.03 29.34 < .001
β2  0 mm –0.08 0.05 –1.71 .09
β3  2 mm –0.03 0.05 –0.59 .56
β4  4 mm –0.19 0.05 –3.58 < .001
β5  6 mm –0.51 0.06 –8.24 < .001
β6 Floor Normal 0.00 0.02 –0.02 .98
β7  0 mm 0.01 0.02 0.42 .68
β8  2 mm 0.02 0.02 0.90 .37
β9  4 mm 0.15 0.03 5.79 < .001
β10  6 mm 0.43 0.03 12.97 < .001
β11 Slope Normal 3.01 0.59 5.14 < .001
β12  0 mm –0.10 0.73 –0.13 .90
β13  2 mm –0.85 0.66 –1.28 .20
β14  4 mm –1.27 0.64 –1.98 < .05
β15  6 mm –1.69 0.68 –2.47 .01
β16 Midpoint  

offset
Normal –5.02 0.04 –113.38 < .001

β17  0 mm –0.27 0.08 –3.43 < .001
β18  2 mm –0.13 0.08 –1.56 .12
β19  4 mm 0.39 0.10 3.74 < .001
β20  6 mm 0.83 0.21 4.05 < .001

TABLE 5.  Four-parameter model output for the /b/-/d/ contrast

Term Parameter Condition Estimate SE t Value p

β1 Range Normal 0.99 0.03 34.17 < .001
β2  0 mm –0.30 0.05 –6.54 < .001
β3  2 mm –0.33 0.05 –6.56 < .001
β4  4 mm –0.41 0.10 –4.26 < .001
β5  6 mm –0.45 0.01 –0.02 .99
β6 Floor Normal –0.01 0.02 –0.36 .72
β7  0 mm 0.31 0.04 8.37 < .001
β8  2 mm 0.26 0.04 6.43 < .001
β9  4 mm 0.14 0.09 1.64 .10
β10  6 mm 0.13 0.19 0.67 .50
β11 Slope Normal 3.50 0.87 4.02 < .001
β12  0 mm –1.10 1.01 –1.09 .28
β13  2 mm –1.21 1.01 –1.19 .23
β14  4 mm –2.17 0.95 –2.29 .02
β15  6 mm –3.20 3.04 –1.05 .29
β16 Midpoint  

offset
Normal –3.91 0.05 –86.10 < .001

β17  0 mm 0.84 0.10 8.76 < .001
β18  2 mm 0.98 0.11 8.98 < .001
β19  4 mm 1.37 0.30 4.56 < .001
β20  6 mm –9.53 0.67 –0.04 .97
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bottom of the plot, corresponding to successful or unsuccessful 
recalibration, respectively, despite the group average indicating 
something in between these extremes.

DISCUSSION

The impact of spectral shifting on perception of speech was 
tested to better understand its impact on overall accuracy and 
specific acoustic-to-phonetic mapping. The pattern of results 
for word recognition and phoneme categorization indicated an 
expected decrease in perceptual accuracy when the spectrum 
is shifted. However, the most significant finding of the present 
study was the effect of frequency shifting on speech recognition 
was not uniform across listeners. Recalibration to spectral shift-
ing was operationally defined as changing acoustic-phonetic 
category mapping commensurate with the amount of frequency 
shifting, rather than demonstrating bias toward only hearing 
sounds as having high-frequency components. There were lis-
teners who could recalibrate to the spectral shift or listeners who 
failed to recalibrate altogether, showing inability to adjust their 
acoustic-phonetic mapping (Figs. 7 and 8). There did not appear 
to be any evidence of listeners with results intermediate to these 
two patterns. The ability to recalibrate to a spectral shift was not 
as clear when analyzing performance of CNC scores alone or 
even with a phonetic feature analysis. Instead, this ability only 
emerged with a more detailed analysis of phoneme categoriza-
tion that was directly driven by the shifted frequency cues.

Even though word recognition is a standard and under-
standable performance metric, it is dependent on a multitude 
of factors (spectro-temporal cues, lexical knowledge, etc.), any 
of which could obscure the specific effect of adaptation to fre-
quency shifting. In the present study, we supplemented word-
recognition testing with a specific phonetic categorization task 

where the outcome measure was directly related to whether the 
listener could successfully remap frequencies to phonemes. 
Phonemes /ʃ/ and /s/ are examples of speech sounds where 
shifting frequencies should have a specific impact on categori-
zation, as shifting /ʃ/ upward in frequency should render it more 
/s/-like. However, these phonemes are not necessarily contrasted 
by absolute frequency peaks, as the spectra of these sounds can 
also be described as differing by relative energy across multiple 
peaks. Specifically, the /s/ phoneme might therefore be defined 
not by its absolute peak but by virtue of its upper peak being 
stronger than its lower peak (and vice versa for /ʃ/). These spec-
tral properties are captured as asymmetry, or alternatively as 
relative changes in energy in the same frequency regions across 
the fricative-vowel boundary, which has shown to be a pow-
erful explanation of fricative perception in CI users (Hedrick 
& Carney 1997). Therefore, it is possible that the inability to 
recalibrate to spectral shifting could represent the difficulty of 
tracking the spectral asymmetry when it is shifted, rather than 
the difficulty in moving a perceptual boundary.

The main hypothesis of this study was validated for the /ʃ/-
/s/ contrast but not for the /b/-/d/ contrast. Upward frequency 
shifting promoted greater bias toward /s/ (Fig. 6A) but did not 
promote bias toward /d/ (Fig.  6B). One potential reason is the 
difference in acoustic cues that are used when distinguishing 
these phoneme pairs. The /bɑ/-/dɑ/ contrast relies on distinction 
of formant peaks within an information-rich and relatively nar-
row spectral bandwidth (less than one octave), as opposed to the 
fricatives, which occupy over two octaves of frequency space, 
and whose peak frequencies are more diffuse. Therefore, the very 
presence of spectral degradation should be more detrimental for 
/b/-/d/ than for /ʃ/-/s/, even before any frequencies are shifted. 
The formant transition cues necessary to perceive /b/-/d/ only last 
for approximately 60 to 80 ms before converging into the vowel, 

Fig. 7. Individual psychometric functions of four unique listeners for the /ʃɑ/-/sɑ/ continuum. Columns correspond to the five different listening conditions that 
were tested (normal, 0, 2, 4, and 6 mm of spectral shift), with individual listeners in each row. Listeners A and B had steeply sloping response functions that 
rose from 0 to 1 in each condition, indicating they maintained two phonetic categories despite spectral shifting. Listeners C and D were heavily biased toward 
/s/ in the conditions with greater spectral shift, with shallow response slopes and a rising floor of the function.
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compared with the relatively longer duration of fricative noise 
(about 180 ms). Past studies corroborate this, with categorization 
of /ʃ/-/s/ by CI listeners being rather similar to that of listeners 
with NH (Lane et al. 2007; Winn et al. 2013), while /b/-/d/ per-
ception is relatively poorer (Winn & Litovsky 2015). The effects 
of shifting for /b/-/d/ appear to result mainly from signal degra-
dation (i.e., vocoding) and not a spectral shift per se. With these 
considerations in mind, we contend that categorization of /ʃ/-/s/ 
fricative sounds would be a useful probe for perceptual adapta-
tion to frequency-shifted speech, because they do not force the 
listener to reckon with other detrimental signal degradations that 
would severely impact perception of the contrast.

Phonetic Feature Perception
Some phonetic features are more susceptible to misperception 

when the spectrum is shifted. Voicing features were robust to the 
spectral shift, particularly for consonants in word-final position. 
This almost certainly is attributable to the fact that voicing in 
that position is cued reliably by vowel duration (House 1961), 
which is a property essentially unchanged by the spectral shift, 
and in fact, robust to background noise (Revoile et al. 1986), 
sensorineural hearing loss (Owens 1978) and cochlear implanta-
tion (Winn et al. 2012). Manner and PoA were more difficult 
to perceive (Fig. 5). PoA has consistently been shown to be a 
difficult feature for CI listeners to perceive (Munson et al. 2003; 

A

B

Fig. 8. Response ranges of psychometric functions in each listening condition for each continuum. Labeling function response range (separation of lower and 
upper asymptotes) in each listening condition for (A) the /ʃ/-/s/ and (B) /b/-/d/ contrast. The large black dot represents the group mean, with individual data 
points represented by the small black dots. Lines connect data for individuals across conditions. Width of the violin shape underneath the dots reflects the 
density distribution of the individual data. The gray shaded region represents response range values that were negative, that is, the asymptote for the lower end 
of the continuum was paradoxically higher than the asymptote for the upper end of the continuum.
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Winn & Litovsky 2015), and given the results of the present 
study, a frequency mismatch plays a significant role in accurately 
perceiving this cue. Perceiving PoA requires accurate perception 
of spectral properties, and thus this feature is less robust to spec-
tral degradation and spectral shifting, regardless of word posi-
tion. The categorization task and the word recognition task both 
showed that misperception of frequency-shifted phonemes can 
reflect systematic changes in perceived PoA.

Speculating on the Source of Individual Differences
The bimodal distribution of performance for recalibration 

invites the question of what makes an individual capable or 
incapable of adjusting their individual acoustic-phonetic map-
ping. Among this sample of NH listeners, it is customary to 
assume that peripheral sensitivity was sufficiently similar across 
the sample of listeners, implying that the capacity to recalibrate 
hinges on some higher-level cognitive ability, such as being 
able to quickly adapt to rule switching. Rosemann et al. (2017) 
found several cognitive factors to account for noise-vocoded 
speech perception in both young and older adults including 
vocabulary size, working memory, and task switching abilities. 
However, Erb et al. (2012) found that adaptation to four-channel 
noise-vocoded speech was explained better by performance on 
nonspeech tasks (amplitude modulation discrimination) more 
than working memory. In a follow-up study, functional mag-
netic resonant imaging results showed when listening to four-
channel noise-vocoded speech, listeners rely on a higher-level 
executive network of cortical activation, with rapid adaptation 
to degraded speech being only partly regulated by top-down net-
works (Erb et al. 2013). It is worth noting the aforementioned 
studies did not use spectrally shifted speech, but it is feasible 
to speculate that the challenge of adapting to a degraded input 
might invoke common compensatory mechanisms. There is 
precedent for that line of reasoning in the scientific literature on 
speech motor control, where control of ballistic arm movements 
is compared with the control of motor movements required to 
produce speech (Max et al. 2003). In addition, it is possible 
listeners who were successful recalibrators were able to use a 
different cue when the primary spectral cue needed to perceive 
changes in PoA was no longer reliable in vocoded and spectrally 
shifted conditions. It is likely that listeners relied on the formant 
cue in the unprocessed condition; however, it remains possible 
for listeners to have variation in their perceptual strategies, par-
ticularly in the more challenging conditions.

It would be reasonable to suspect that the ability to accommo-
date spectral shifting is related to one’s ability to accommodate 
variation in talker vocal tract size, as the impact of changes in 
vocal tract length are expressed in proportional shifting of for-
mant frequencies. In the present study, we defined the degree of 
spectral shifts in terms of cochlear space; converting these shifts 
to proportions results in roughly 40%, 92%, and 161% for the 2, 
4, and 6 mm conditions, respectively. These frequency shifts far 
exceed the frequency changes resulting from differences in vocal 
tract size across talkers of typical size. The difference in formant 
frequencies between vowels produced by women and men are 
roughly on the order of 15 to 20% (Fant 1966; Hillenbrand et al. 
1995; Goldstein Reference Note 1). Therefore, the adaptation to 
different talkers’ vocal tracts in everyday life is not comparable 
to adapting to spectral shifts of several millimeters in cochlear 
space, as would be needed when listening through a CI. One 
additional detail to consider is that the source voice used for 

these stimuli was an adult male, meaning that upward frequency 
shifts passed through a frequency region that would be typical 
for an adult female or a child. If the stimuli were spoken by a 
woman or a child, it is possible that even less shifting could be 
accommodated, as the vocal tract size would be already near the 
upper end of what would typically be encountered.

Training and Adaptation
Listeners in the present study were acutely exposed to spec-

tral shifts, and it is not known whether the results found here 
would persist over the course of prolonged experience with 
shifted speech. Rosen et al. (1999) found that in a group of NH 
listeners, perception of consonants, vowels, and words with 
a 6.5 mm shift in cochlear space improved significantly after 
nine 20-minute training sessions. However, it was unclear if the 
results were from mere exposure to spectrally shifted speech or 
if listeners would gain more benefit from explicit training. Fu 
et al. (2005) found that over 5 consecutive days, performance 
improved with training rather than with mere exposure, and was 
improved mainly for the utterance type that was trained (e.g., 
phonemes, not sentences). Exposure to spectral shifting also 
improves perception of sentence-length stimuli (Fu & Galvin 
2003; Nogaki et al. 2007) and has shown benefits that are spe-
cific to spectral shifting rather than spectral degradation in gen-
eral (Faulkner et al. 2012).

The full-time course of adaptation to spectrally shifted 
speech is not completely known. More successful adaptation 
to spectrally shifted speech is observed when the shift is intro-
duced gradually rather than suddenly (Svirsky et al. 2015b). 
Svirsky et al (2004) tested CI listeners, who must concurrently 
adapt to both frequency-degraded and frequency-shifted sig-
nals, finding that it took a period of time ranging from 0 days 
to 2 years before performance reached plateau. It is interest-
ing that CI listeners tested by Fu and Shannon (1999) showed 
the same sensitivity to spectral shifting as NH listeners, despite 
the two listener groups having dramatically different amounts 
of experience with degraded/shifted speech (acute exposure 
for NH versus everyday experience with CI). The collection 
of results described earlier suggests that more listeners in the 
present study could have recalibrated their acoustic-phonetic 
mapping if training were given, but the exact timeline of recali-
bration is still largely unknown.

Clinical Implications
Individual variability is a known feature of speech percep-

tion performance among CI users, with many contributing 
factors (Lazard et al. 2012; Blamey et al. 2013; Holden et al. 
2013). Some of the variability is likely due to variation in inser-
tion depth in individual CIs. The present study further suggests 
that in addition to the variability of insertion depth, there is 
an additional layer of variability attributable to the listener’s 
capacity to adjust to the resulting spectral shift. That is, two CI 
recipients could have the same degree of insertion depth and 
yet have very different abilities to accommodate the frequency-
place mismatch. This has implications for newly implanted 
recipients, who could be managed differently based on their 
capacity to adjust to spectrally shifted speech. Specifically, 
those who can more easily handle a spectral shift can likely 
adapt to the default frequency-channel allocation of the device, 
which sacrifices tonotopy in favor of wider coverage of the 
frequency spectrum. Conversely, there could be some implant 
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recipients for whom preservation of accurate tonotopy would 
be more beneficial than wide-spectrum coverage; for such lis-
teners, the disadvantage of excluding low-frequency energy 
would be counteracted by a relatively larger advantage of pre-
serving frequency-place match.

In line with the clinical goals stated earlier, Fitzgerald et 
al. (2013) tested whether adjustments to frequency-channel 
allocation could be guided by the individual listener. NH lis-
teners performed real-time adjustments to the frequency allo-
cation for spectrally shifted carrier channels, until speech was 
“most intelligible” to them. They found significantly better 
CNC word recognition for listeners using the self-selected fre-
quency tables that were tonotopically aligned with the noise 
bands compared with the other standard mapping tables cov-
ering a wider frequency range but with some frequency mis-
match. In a follow-up study, Fitzgerald et al. (2017) showed 
that in cases where both ears have unequal tonotopic mismatch 
(as is the case for many bilateral CI recipients), listeners prefer 
a frequency-channel allocation that minimizes the frequency 
mismatch between ears.

While there has been some work examining the effects of 
frequency allocation table adjustments in CI recipients (Svirsky 
et al. 2015a), further research is needed to fully understand 
the clinical feasibility of the self-selection approach for fre-
quency allocation. Given the results of the present study—even 
acknowledging that it used NH listeners—we contend that the 
specific benefit or detriment of tonotopic mismatch should be 
tested with stimuli where performance specifically depends on 
the ability to recalibrate acoustic-phonetic mapping.

Limitations
The present study has some methodological limitations that 

are worth noting. First, vocoded speech is only a crude approxi-
mation of some aspects of CI signal processing and cannot rep-
licate the impact of experience with the device and/or atrophy of 
the auditory system. Most importantly, the tonotopic mismatch 
used here was simplified relative to what is actually observed 
in a real CI. It has become common to express insertion as an 
angle (number of degrees of cochlear turns) rather than a mm 
distance. A comprehensive study by Landsberger et al. (2015) 
suggests that the mean insertion angle varies across devices with 
angles of 391 (694 Hz), 375 (740 Hz), 561 (323 Hz), and 486 
(467 Hz) for the AB Hi-Focus 1J, Cochlear Contour Advance, 
Med-El standard, and Med-El Flex28, respectively. The amount 
of frequency mismatch also would vary across devices for 
a second reason, which is that each processor has a different 
frequency-channel allocation and also different interelectrode 
spacing (James et al. 2019). To complicate matters further, the 
amount of frequency mismatch is not constant across the entire 
array, with greater mismatch at the apex (where the angle mea-
surements are estimated) than at the base.

The default center frequencies for the most apical channel 
for Cochlear is 242 Hz, 322 Hz for Advanced Bionics, and 
149 Hz for Med-El’s fine structure processing strategy. These 
frequencies correspond to 6.16, 7.52, and 4.18, respectively, 
along the basilar membrane. However, the mm scale derived 
with the Greenwood function is not suitable for spiral ganglion 
stimulation. Using estimates from Stakhovskaya et al. (2007) 
and Landsberger et al. (2015), the aforementioned default most 
apical frequencies correspond to angular insertions of 610, 562, 

and 655 degrees, respectively. Incorporating their spiral gan-
glion modeling and the standard frequency allocation for the 
most apical electrode of each device, we estimate the following 
amounts of frequency mismatches of 372 Hz (~0.87 octaves) 
for the Advanced Bionics Hi-Focus 1J, 498 Hz (~0.49 octaves) 
for the Cochlear Contour Advance, 174 Hz (~0.86 octaves) for 
the Med-El standard array, and 318 Hz (~0.47 octaves) for the 
Med-El Flex28.

In the phoneme categorization component of the present 
study, listeners were constrained to respond using one of only 
six choices. It is possible the listener would have preferred to 
respond outside of this response range. For example, maybe 
a listener heard /nɑ/ when listening to a /bɑ-dɑ/ token, and 
only selected /bɑ/ or /dɑ/ because this was closer to what they 
heard compared with the other four choices. In a meta-analysis, 
Rødvik et al. (2018) saw that CI listeners confused /b/ with /n/ 
more than /d/, and it is possible listeners in the present study had 
a similar confusion but were unable to respond with what they 
actually heard. Being able to measure what the listener actually 
thinks they hear is more desirable than showing whether they 
picked the best match from available choices, although closed-
set tasks are simpler to analyze and can help focus the search for 
perception of specific cues.

The participants in this study were confirmed to have NH 
thresholds up to 8 kHz, yet in several conditions, there were fre-
quency carrier channels higher than 8 kHz (Fig. 1). It is there-
fore possible that extended high-frequency hearing was a factor 
in the results. However, there are two reasons why we believe 
this explanation is not powerful enough to explain the current 
results. First, the sounds presented here were far above thresh-
old level. Second, and more importantly, the effect described 
here is not about detection of a high-frequency signal but rather 
about distinguishing two different spectral patterns. The most 
important part of the study was the perception of the lower-fre-
quency phoneme /ʃ/, which fell into an audible frequency range 
even when shifted upward. Even when bandwidth is limited, 
perceptual distinction of /ʃ/ and /s/ is still possible (Miller & 
Nicely 1955; Alexander & Rallapalli 2017).

A final point that remains unaddressed by this study and 
nearly all other studies is how the impact of spectral shifting 
interacts with the challenge of noise masking. Listening to 
speech in noise is often the chief concern of individuals with 
hearing impairment, including those who use CIs. Future stud-
ies might find that the results obtained in the present study are 
either independent of the difficulty of noise masking or perhaps 
exacerbate the problem.

CONCLUSIONS

When the spectrum of speech is shifted higher in frequency, 
listeners suffer poorer perception of speech overall, with partic-
ular difficulty on consonant PoA. In some cases, there is a bias 
toward hearing phonemes with higher-frequency spectral peaks, 
as if the acoustic-phonetic mapping is not completely propor-
tionate to the upward shift of frequency. Half of the listeners 
were able to successfully recalibrate to the spectrally shifted 
stimuli by adjusting their acoustic-phonetic mapping commen-
surate with the shifting of the input, while the other half of the 
listeners did not. The larger implication of this finding is that the 
difficulties in adjusting to shallow insertion depth—which is a 
very common feature of CIs—is not predictable based solely on 
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the amount of tonotopic mismatch. Instead, it is also subject to 
substantial individual differences in the ability to accommodate 
to a shifted input. Group-averaged data in studies of spectrally 
shifted speech might imply that we should expect the typical 
listener to show partial adjustment to spectral shift, but the cur-
rent individual-level analyses suggest instead that there are indi-
viduals who fully adjust and individuals who essentially fail to 
adjust, with few in between.

The clustering of the listener groups was more pronounced 
in the phoneme categorization test compared with the word-
recognition task. This makes sense because typical CNC words 
are contrasted by more than just the spectral domain. That is, 
there are many ways to perceive or misperceive the stimulus, 
while the categorization task specifically depended on acoustic-
phonetic remapping in the frequency domain. Together with 
previous methods of probing for individuals’ preference for 
frequency-channel allocation, the current approach might be 
helpful in identifying CI recipients who have specific deficits in 
accommodating frequency-shifted input that are unexplained by 
routine auditory measures. That information can be used to tai-
lor CI map parameters (frequency-electrode allocation) to suit 
an individual’s need for tonotopic match.
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